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Abstract—Collaborative artificial intelligence (AI) inference
has effectively deployed well-trained AI models at the network
edge to empower immersive intelligent services such as au-
tonomous driving and smart cities. This paper proposes an
integrated sensing-computation-communication (ISCC) scheme
for decentralized multi-task collaborative inference systems. The
proposed scheme connects multiple devices via device-to-device
(D2D) links. Each device first extracts a homogeneous feature
vector from the raw sensory data obtained from the same
wide view of the source target and then aggregates all local
feature vectors using the over-the-air computation (AirComp)
technique to complete a specific inference task. To enhance
spectrum efficiency, the full-duplex communication technique is
adopted, which allows all devices to transmit and receive in the
same frequency band. To suppress the self-interference caused
by full duplex communications and simultaneously enhance all
tasks’ performance, a multi-objective optimization problem is
formulated, where discriminant gain is adopted as the inference
performance metric. The challenges to solve this problem arise
from three aspects: The impact of the self-interference (SI)
channel incurred by full-duplex communication, the precoding
design of each device, and the coupling among subcarrier
allocation, sensing, computation, and communication processes.
To tackle this problem, a quadratic transform and weighted
bipartite matching based alternating maximization approach is
proposed. Numerical results based on jointly completing three
tasks of human meotion classification, human gender recognition,
and human age group classification, verify the effectiveness of
the proposed method by showing that the proposed method
outperforms the state-of-the-art successive convex approximation
(SCA) based algorithm.
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integrated sensing-communication-computation, device-to-device
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I. INTRODUCTION

The rapid advancement of communication and computing
technologies has enabled intelligent services such as au-
tonomous vehicles and smart factories [1]-[4]. Edge artificial
intelligence (AI) inference, which runs trained models on
data generated by mobile devices, supports these services
by enabling low-latency decision-making [5]. Among various
edge inference paradigms—on-device, on-server, and edge-
device collaborative inference—the latter offers a balanced
approach by deploying lightweight models on devices to
extract features and offloading intensive processing to edge
servers [6]. This enhances privacy and reduces communication
and computation costs. A primary research focus on edge-
device collaborative inference is striking a balance of the trade-
off between communication and computation, such as network
pruning [7], early exiting mechanisms [8], feature compres-
sion [9], progressive transmission [10], designing ultra-low-
latency frameworks [11], and addressing the outage issue [12].
However, most existing methods overlook the task-oriented
nature of edge inference, where the accuracy and efficiency of
the inference task are the ultimate goals rather than reducing
communication distortion [13]. Recent works address this by
proposing multi-view pooling [14], and privacy-preserving
schemes using differential privacy [15].

Nevertheless, different feature elements with the same size
and distortion level may impact the inference accuracy dif-
ferently [6]. The existing works [7], [8], [10], [14], [15]
solely considered the data transmission stage while neglect-
ing the impact of the data acquisition process on inference
performance. To achieve this, a novel task-oriented over-the-
air computation (AirComp) was proposed in [6], where each
edge device obtains a noise-corrupted ground-true wide-view
sensory data of the same target that is further processed
by feature extraction, and the server receives an aggregated
feature vector by over-the-air computation to suppress the
sensing noise for inference. The authors in [16] designed task-
oriented communication strategies in multi-device cooperative
edge inference that leverage information bottleneck (IB) prin-
ciple for task-relevant local feature extraction, incorporating
distributed feature encoding, where the sensing data are ob-
served by multiple devices from different views of the same
target. Different from [6] and [16], the work [17] considered
a partially observable system where the target area’s local
observations overlap and developed an edge-cloud coopera-
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tive inference architecture that decomposes an oracle cloud
inference into a group of component deep neural networks
(DNNps) at the cloud and DNN-aided edge encoders. However,
as highlighted in [18]-[20], the processes of sensing for
data acquisition, communication for information sharing, and
computation for feature extraction and decision making are
intricately linked in edge Al tasks. Ignoring the design of the
sensing module limits the inference performance, especially
in resource-limited scenarios.

To bridge this research gap, authors in [21] first mathe-
matically characterized the coupling mechanism of the three
processes in the multi-device edge-device collaborative sys-
tem and then designed a task-oriented integrated sensing-
communication-computation (ISCC) scheme accordingly. This
design is extended to the case of reusing one sensory data
sample for completing multiple tasks [22] and the case where
different devices sense the same wide view, and thus the tech-
nique of over-the-air computation (AirComp) can be adopted
for communication-efficient feature aggregation [23]. In ad-
dition, authors in [24] developed an integrated sensing, com-
munication, and computation over-the-air (ISCCO) multiple-
input multiple-output (MIMO) framework and addressed joint
optimization of beamformers at both the IoT devices and
the server based on the semidefinite relaxation technique
evaluated by the mean squared error (MSE) criterion. Other
techniques include developing ISCC-based inference schemes
to support mode selection among multiple inference paradigms
[25], enhancing the energy efficiency on devices [26], and in
unmanned aerial vehicle (UAV) networks [27], and so on.

The above ISCC designs rely on a central coordinator, which
is impractical in decentralized scenarios like drone swarms
or cooperative automated driving [28]. In such cases, devices
need to connect and communicate via device-to-device (D2D)
links (see e.g., [29], [30]) to share their features for inference
tasks. Consider the scenario where each device aggregates all
the local feature vectors extracted from the sensory data of
each device. The basic idea of sequentially aggregating local
features to all devices from others causes a high communica-
tion overhead. To mitigate this, the technique of full-duplex
(FD) communication is integrated with AirComp by [31] to
allow all devices to transmit and receive signals simultane-
ously. Taking advantage of the one-shot aggregation, the above
FD AirComp technique is adopted in this work. However,
the technique in [31] ignores the task-oriented property and
the coupling mechanism among sensing, communication, and
computation in edge inference tasks, making it difficult to
achieve the high-performance requirements.

To tackle these shortages, in this work, we propose a
decentralized multi-task inference framework that integrates
sensing, communication, and FD AirComp. All devices extract
local feature vectors from their data wirelessly sensed from
the same wide view of a target and employ FD AirComp
for simultaneous feature sharing and aggregation to complete
inference tasks. Particularly, an orthogonal frequency division
multiplexing (OFDM) based broadband channel is considered,
where each subcarrier is assigned to one dimension of fea-
ture element for AirComp aggregation such that the most
important feature elements are assigned to subcarriers with

good channels across all devices, thereby further improving
inference performance. The performance enhancement of all
tasks faces two technical challenges. One is the tight coupling
of sensing, communication, and on-device computation. The
distortion incurred by these three processes impacts the quality
of the received data of each device which determines the
inference accuracy, but they compete for network resources
for enhancing their respective qualities. The other arises from
the competition among different tasks. Since different feature
elements have varying influences on different tasks, the pre-
coding of AirComp on each device is hard to meet the feature
elements transmission requirements of all tasks with high qual-
ity. To overcome these challenges, we propose a decentralized
ISCC system for multi-task collaborative inference. The key
contributions are summarized as follows.

e Novel decentralized ISCC framework for multitask
collaborative inference: In this system, each device in
this decentralized ISCC system is equipped with a dual-
functional-radar-communication (DFRC) system includ-
ing multiple transmit and receive antennas used both
for sensing and communication. All devices sense the
target in the same wide view and derive noisy sensory
data through transmitting a frequency modulation con-
tinuous wave (FMCW) signal. Task-specific local feature
extraction is conducted at each device to facilitate the
fulfillment of each task, which are then precoded before
they are shared through full-duplex communication and
AirComp [32] over an OFDM-based broadband channel.
To enhance inference performance, each OFDM subcar-
rier is assigned to a unique feature element during FD
AirComp. The discriminant gain metric [21] is adopted to
quantify inference accuracy, theoretically characterizing
the impact of each feature transmission procedure.

« Joint Subcarrier, Sensing Power Allocation with Mul-
ticast and Receive Beamforming: Building on the pro-
posed framework, we formulate a joint optimization prob-
lem of subcarrier allocation, sensing power allocation,
multicast beamforming, and receive beamforming under
the discriminant gain metric. To address the challenges
introduced by self-interference (SI) channels and the cou-
pling between sensing, computation, and communication,
we first design multicast beamforming vectors to exploit
SI channels and aggregate local and received features.
Then, we jointly design the receive beamformers and
propose an alternating optimization approach that lever-
ages quadratic transform and weighted bipartite match-
ing to tackle the multiple-ratio fractional programming
(FP) problem with mixed-integer non-convex constraints,
yielding an efficient sub-optimal solution.

o Performance Evaluation: To evaluate the effectiveness
of the proposed framework and algorithm, we perform ex-
tensive experiments on the University of Glasgow Radar
Signature dataset [33], with different inference models,
i.e., multi-layer perception (MLP) neural network and
K-Nearest Neighbour (KNN) models. The experiment
results validate that our proposed method outperforms the
successive convex approximation (SCA) based algorithm.
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Fig. 1. The system architecture of the proposed multi-task ISCC system.

The remainder of this paper is organized as follows: Section
II introduces the system model of decentralized full-duplex
ISCC collaborative inference. Section III formulates the op-
timization problem with the objective of discriminant gain
maximization. Section IV proposes a quadratic transform and
weighted bipartite matching based alternating maximization
method for the optimization problem. In Section V, we present
numerical results to verify the effectiveness of the proposed
method, followed by the conclusion in Section VI.

II. SYSTEM MODEL

Consider a decentralized network of K ISAC devices for
co-inference between devices with a central server not always
available for devices, as illustrated in Fig. 1. Each device
has a DFRC system containing /NV; transmit antennas and N,
receive antennas. To complete the inference task, the proposed
decentralized ISCC system operates through four sequential
phases as shown in Fig. 2 and elaborated below.

1) Sensing: Each device transmits an FMCW signal and

receives the echo signal reflected from the target.

2) Feature extraction: The raw data are processed through
clutter cancellation and principal component analysis
(PCA) for task-specific feature extraction, followed by
the feature transmission over OFDM subcarriers.

3) Feature sharing and aggregation via FD AirComp: Uti-
lizing full-duplex communication and the AirComp tech-
nique, every device multicasts its local features to all

other devices and aggregates features from other devices
simultaneously to derive a denoised global feature vec-
tor.

4) Multi-task inference: Finally, the aggregated feature vec-
tor of each device is fed into a pre-trained Al model to
jointly complete the multi-task inference.

Note that the timeline diagram of different phases during
latency T in Fig. 2 shows that the sensing phase and com-
munication phase of each device k are operated in separate
time frames. In particular, since FMCW is used for sensing,
and there is no self-interference at the sensing phase. At the
communication phase, the OFDM technique is leveraged to
transmit all feature elements at the same time during feature
sharing and aggregation. All M dimensions of local feature
vectors are transmitted in M orthogonal subcarriers, where
the m-th dimension of local feature vectors is selected and
transmitted via the i-th subcarrier OFDM frequency subcarrier.
Given that the duration to transmit one feature element is
significantly shorter than the channel coherence time [34],
channels are assumed to be static within a single time slot.
All devices are assumed to have the channel state information
(CSI) of links connecting to all other devices. This can be
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Fig. 2. Decentralized integrated sensing-computation-communication for multi-task inference framework.

achieved by a logical control node' collecting global informa-
tion or exploiting channel reciprocity and efficient feedback
[36], where the required training overhead is assumed to be
negligible compared to the transmitted features. Finally, the
aggregated feature vector is fed into a pre-trained Al model
to perform the inference task.

A. Sensory Signal Processing and Feature Extraction

We adopt the models for sensing signal processing and
feature extraction as proposed in [21]. During the radar sensing
stage, each device senses the target in the same wide view
by transmitting an FMCW signal si(¢) using one transmit
antenna in total sensing time 7, and receives the echo signal
reflected from the target using N, receive antennas. Note
that employing a single transmit antenna for radar sensing
avoids the need to address mutual interference among multiple
transmitters, while also reducing power consumption during
the sensing phase. The received signal of ISAC device k
reflected from the target is given by

+ZV1”

where ug(t) = hs’k(t)sk(t — 7) is the desired sig-
nal for completing the inference task with h,;(f) =
[hS,Z (t),..., hi{\{;) (t)]¥ being the reflection coefficient vector
of the target and 7 being the round-trip delay, vi,i(t) =
Cr i, (t)sk(t — 7;) is the clutter of j-th indirect reflection
path with ¢ ;(t) = [C(l) (t),. C’(N )( t)]# being the
round-trip coefficient vector of path J and Tj being the delay
of the j-th path, and n,(¢) is the white Gaussian noise. It
is assumed that hg;(t) and csj ;(t) are estimated before
the inference task. The desired signal from the echo signal
reflected from the target is polluted by the additive sensing
clutter incurred by higher-order (indirect) reflected paths and
sensing noise. Subsequently, the following processing steps
are taken at each n-th receive antenna to create a training data
sample: sampling and reshaping into a matrix, SVD-based
linear filter for clutter cancellation, time-frequency analysis

)+ n.(t), D

I‘k(

The logical control node refers to a network device assigned to manage
global information [35]. Different from a central server adopted to aggre-
gate devices’ features, the logical control node only requires little essential
network information, whose signaling overhead is much smaller than feature
transmission.

using short-time Fourier transform (STFT), and vectorization
and normalization. Following [6], [21], the PCA-based linear
extractor is used to extract the local feature vector from clutter-
canceled sensory data. The PCA is pre-performed at a server
before the inference task using the training dataset. Then,
the template of the M principal eigen-subspace is sent to all
devices for extracting the local feature vectors at n-th receive
antenna {r\") € RM} with M being the number of extracted
feature elements. Since the clutter cancellation and feature
extraction processes are linear, the m-th feature element of
f',in) is given by

J
f,g")(m) Z (") m)+n(m),m=1,..., M,
. 2)
where u( )( ) is the ground-truth of feature m, 17]2"]) (m) is

the clutter of j-th path in J paths, nsn)(m) is the noise with

Gaussian distribution A (0,03). Next, each feature element
of device k is normalized by its sensing power F j; and the
normalized feature element m at n-th receive antenna is

i (m) " (m)
AV Ps,k vV Ps,k ’
where (™ (m) = uk m)/+/ P is the normalized ground-

J
& )(m) Zj:l( Uy, (m)/ v s,k) denotes
the normalized clutter. Since clutter 1s rich scattering, J is very
large, and cﬁ) (m) follows zero-mean Gaussian distribution

N (0, o2

s,k,n

ac,(cn) (m) = = 2™ (m) + c_g;c) (m) + )

truth feature and c,

) according to the central limit theorem. Finally,
we select the receive antenna index n* that has minimum

i.e.,, n® = arg min o2 for feature transmission

2
Js,k,n’ s,k,n>

n™ (m)
AV Ps,k

For the following, we omit the superscript (n*) for notation
simplicity. Therefore,

i (m) = 2 (m) + ) (m) + )

3

~—

r(m
Ps,k

zr(m) = z(m) + cs (M) + (5)
is adopted for feature transmission, where o e Osk,n* 1S
the standard deviation of ¢ j(m).

Consider a classification task deployed on device k with Ly
classes. Following [6], [21], the ground-truth feature vector
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= {x(m)}M_, is assumed to follow a Gaussian mixture
dlstrlbutlon. Smce PCA is performed, different elements of
the ground-truth feature vector are independent. Specifically,
the distribution of element x(m) at k-th device is given as

Ly
fialm)) = 7= > folatm), ©)
(=1

where fi(z(m)) = N (ue,m,02,) denotes the probability
density function of the Gaussian component associated with
the ¢-th class, in which p, ,, represents the centroid of class ¢
and o2, denotes the corresponding variance. These parameters
are pre-estimated from the training dataset. Based on the
expression in (6) and the distribution for clutter and noise,
the distribution of the m-th local feature element at device &
can be derived as

1 2
Ik(m)NLkZN<Mm7U +Usk+Pk>- 7

B. Broadband Decentralized AirComp

As illustrated in Fig. 1, in the decentralized co-inference
system, every device needs to multicast and receive local
features with all other devices to collect a denoised feature.
To satisfy the demand of sharing features with every other
device as described above, the technique of AirComp [32] has
been used for transmitting and aggregating the feature ele-
ments over each subcarrier. Besides, conventional sequential
feature aggregation across devices results in communication
latency scaling linearly with the number of devices K. To this
end, we leverage full-duplex communication ( [31], [37]) for
feature aggregation. In this setup, devices employ multicast
beamforming to transmit their local features in parallel while
simultaneously receiving the aggregated signals from other
devices. In this way, our approach reduces the transmission
latency to the order of O(K) compared to the conventional
method. Time synchronization is assumed to be achieved
through a common reference clock.

Specifically, the OFDM mechanism is leveraged where the
bandwidth of the system consists of M orthogonal subcarriers
aggregating M dimensions of local feature vectors. Each
device is equipped with N, transmit and NN, receive antenna
arrays. However, the effects of the frequency-selective fading
make different subcarriers experience different channel gains.
We denote Hﬂ € CN»*Nt as the the channel gain on the i-

t}t )subcarrier between device 7 and device k. Also, we define
[

am, € {0,1} as the subcarrier allocation indicators where
aS) = 1 represents that the ¢-th subcarriers is allocated for

the transmission of the m-th feature dimention, otherwise
a,(fl) = 0. For each device j, the local feature element z;(m)
is modulated by a multicast beamformer p; ., € CN+ before it
is transmitted over the MIMO channel to all other devices. We

assume all devices have the perfect CSI. The received signal
vector at device k is given by

M
yi(m) = alVHY), prmaw(m)

i=1
Residual ST ®)
K M ‘
+ Z Z ag:l)H;f])qu,’mxj (m) + wi(m).
J=1j#k i=1

In particular, H,(;)k,z =1,..., M, represents the channel gain
of device k’s self-interference channel. Here, wy(m) € CNr
is the additive white Gaussian noise which follows distri-
bution wi(m) ~ CN(0, NoIy,). To aggregate the features
{z;(m)};x transmitted from other devices with its local fea-
ture x5 (m), the multicast beamforming is designed to exploit
the self-interference channel. As stated, the channel matrix
H% remains invariant throughout the feature aggregation.

After receiving the feature, a receive beamformer f, ,, €
C/+ is applied to extract the feature. By taking the real part
of the processed signal, the m-th aggregated feature element
at device k is recovered

Ex(m) = R [£,yx(m)]
K M
Z ka a l)Hj pPimzi(m) | +R [f,f{mwk(m)] .
j=11i=1
9
The distribution of & (m) can also be derived as
1 Ly
fi Gr(m) = - ; fe (@r(m)), (10)
where
e (@x(m)) = N ({5, 5% m) (11)
with
K M
/)Z,Iam = /-M,m Z ka m@ Sn)Hj LPjim | » (12)
Jj=11i=1
and
2
K M
61%,771:07211 s szkm mH(I)cme
j=11i=1
K ’ 2\ (13)
+ Z Z fH l)H(lka m <U$2,j + ;r ’ )
._ S,]

No
||fkm||2

Note that (12) and (13) characterize the impact of FD commu-
nication and aggregation on the xk( ). In particular, consider
imperfect CSI, e.g., H( ,)C = H kTt AH l) , with H( Y ;. being
estimated channel and AH belng the statlstlc CSI error If each
element of HE,)C satisfies i.i.d. CA/(0, 04 ;) and is independent
of x;(m), one can reformulate (12) and (13) for further
derivation.
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III. PROBLEM FORMULATION
A. Discriminant Gain

In this work, we employ the summation of pair-wise dis-
criminant gains as introduced in [23] to balance inference
performance by evaluating the distribution of received features
characterized in (10). For a given classification task, the pair-
wise discriminant gain between any two classes (¢,¢') is
quantified by the symmetric Kullback-Leibler (KL) diver-
gence between their corresponding Gaussian distributions [10].
Specifically, for the m-th feature component received from
device k, the discriminant gain between class ¢ and class ¢ is
defined as

Goe eom =Dk [fe (Ex(m)) || for (2(m))]
+ Dicr [for (2 (m)) || fo (2k(m))]
(

Z/jk(m) {f@ (Zx(m)) log {m}

k
. fe (Z(m)]] ;.
+ fo (Zx(m))log [ff(ffk(m))” dzk(m)(,m)

where Dk, [pllq] denotes the KL divergence between proba-
bility distributions p and q. Note that the discriminant gain can
be adapted to other popular tasks like regression by quantizing
a regression problem into a classification problem. Specifically,
instead of pinpointing the value, estimate the probability of its
value belonging to a bin, i.e., classify each sample into a bin.
This reformulation of regression as classification has also led
to superior performance in the fields of age estimation and
pose estimation [38]. Moreover, we assume that each element
of the latent vector follows a Gaussian distribution, which has
already been supported by [21], [22], [23]. This assumption
is theoretically supported by the central limit theorem and the
maximum-entropy property of the Gaussian distribution. It is
also a standard modeling choice in latent-variable frameworks
such as variational autoencoders and factor analysis, as it
enables analytically tractable and stable inference. Although
real data may deviate from Gaussianity, this approximation is
widely adopted in practice and can be extended to Gaussian
mixtures when greater flexibility is required.

The metric Gy ¢ 1,.m effectively captures how distinguish-
able the two classes ¢ and ¢ are in the feature domain. A
higher value of this gain suggests that the respective class
distributions are more separable, which directly contributes to
improved classification accuracy. Consequently, enhancing the
pair-wise discriminant gain helps to better resolve the most
confusable class pairs. Given that individual features Zj(m)
are statistically independent, the overall discriminant gain for

the feature vector X = [2x(1),...,2(m),...,2x(M)]T is
expressed as
M Ly
%) 2 Z Z Z Geor km- (15)

m=10'=10<L"

Our objective is to maximize the sum of the pair-wise
discriminant gains of all devices

K
> G (%)
k=1

(16)

In particular, the reason we use discriminant gain as the
performance metric for inference tasks rather than MMSE
is that the traditional MMSE criterion minimizes the overall
distortion between noisy and ground-truth features but does
not account for the varying significance of different features
[21]. For instance, in a binary classification problem, dis-
tortions in different feature dimensions can lead to unequal
impacts on classification accuracy, revealing the limitation
of MMSE. To address this, the discriminant gain based on
symmetric KL divergence is adopted, as it better reflects the
relative importance of features by measuring the centroid
distance normalized by covariance. This results in improved
class separability and higher inference accuracy.

ISAC devices are typically designed for ease of deployment,
which often results in limited energy and computational ca-
pabilities [21], [23]. For any given device k, the total energy
consumption consists of three primary components. The first
component is the sensing energy, expressed as P ;.7 ,, where
P j; is the sensing power and 75 j, is the fixed sensing duration.
The second component is the constant energy required for
local feature extraction, denoted as I, 3. The third component
accounts for the transmission energy required to send the m-th
feature element via AirComp, with the corresponding transmit
power given by P ;(m) = pfl E [zy(m)z,(m)™] pem.

Since the distribution of x(m) is specified in (6), its vari-
ance is fixed and denoted by Xj(m) = E [zx(m)z)(m)H],
which is known by the devices as a prior information via
estimation of the offline data samples.

B. Problem Formulation

The discriminant gain between class ¢ and ¢’ of the m-th

received feature element on device k is formulated as
. N 2
G _ (Hﬁ,k,'rn - ,U'E’,k,'m)
0,0 kym = ) ,
Jk,m

where fiz k., and O'k are defined in (12) and (13). Ac-
cordingly, the problem of maximizing the sum of pair-wise
discriminant gains in (17) under constraints can be formulated
as P1:

a7)

M Ly
SO 35 3 3) B as0)
{R’k}’{a%)} k=1m=1¢=1¢<t
{fe,m}APj,m}
M
s.t. PspTs i+ Ep i + 1 Z 1Pk,m || Xk (m) < Ep
m=1
(18b)
al¥) € {0,1}, VYm,i (18¢)
M )
> al) =1, vm (18d)
=1
M
Z ) =1, Vi (18¢)
m=1
Ifrml® =1, Vk,m (18f)

where (18b) is the energy consumption constraint of device
k with Ej, being the energy threshold of device k and T is
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the duration time of AirComp. The constraints (18c)~(18e)
stand for the subcarrier allocation constraints, which ensure
that one subcarrier is exactly assigned to the transmission of
one dimension. Also, due to the energy limitation, the receive
beamforming vector fy ., is constrained with ||fy [ = 1
(18f) only to control the angle of arrival (AoA).

IV. JOINT SUBCARRIER AND SENSING POWER
ALLOCATION WITH MULTICAST AND RECEIVE
BEAMFORMING

The objective function (18a) is to maximize the sum of
several fractional functions, which is a mixed integer nonlinear
sum-of-ratios problem that is difficult to solve with traditional
optimization methods. In this section, we will design an
effective algorithm to solve the problem formulated above.
We will first transform P1 into P2 to simplify the formulas
by leveraging subcarrier allocation constraints. Then, an alter-
nating iterative method is developed to derive a sub-optimal
solution to problem P2.

A. Problem Transformation

It is shown in (18) that the form of the objective is
highly complicated. To fully exploit the subcarrier allocation
constraints, we propose the following Lemma to simplify the
objective (17).

Lemma 1. By leveraging the constraints of subcarrier alloca-
tion indicators (18c)~(18e), the equivalent discriminant gain
of (17) can be reformulated as

(fie em — foer toym)”
Gt jeym = —5 ) (19)
Uk,m
where (,aé,k,m - ﬂe’,k‘,m)z is
2
M K
(tean —perm)? YD [ RS £ HOpin | |, 0)
i=1 j=1
2
M K 4
ak m O'gm Z am Z flgmHg'?l)cpj,m
i=1 j=1
K , 2 2\ (21)
(%) H (%) . 2 Oy
" Za ; (7 (1255 ] (””’ " Ps,j>
No
= I
Proof. See in Appendix A. O

Lemma (21) decouples the subcarrier allocation indicators

aﬁ,}, which transforms the P1 into:

K M Ly

Z Z Z Z ,U/E,k,m~_ fhe, km)

k=1m=10=14<t'

P2

max
{}Ds,k}v{agy:,)}
{fk,m}v{meL}

(22a)
st. (18b) ~ (18).

The transformation from P1 to P2 exploits the strict sub-
carrier allocation constraints (18c)~(18e), which enforce a

one-to-one mapping between feature elements and subcarriers.
This property eliminates cross-product terms and enables the
subcarrier allocation sub-problem to be reformulated as a
tractable linear assignment problem. It is observed that the
objective in P2 is simplified but still appears in a sum of
multiple-ratio mixed integer problem with the tightly coupled
optimization variables, which is hard to deal with. We propose
an alternating maximization technique to solve this problem
in the following.

B. Subcarrier Allocation

For the fixed sensing power {P; 1}, £, and {p; .}, we
can arrive at the following problem

K M Lyg
P3 aN D22 Geokm 23)
m k=1m=1¢=1¢t<t/
st (18¢) ~ (18e),
where
M i) (2
é o (,Up m /U’ )2 Z ( )d5g7)7n
£,0" kym = 2 M +Z al)c( MHf H2
m i=1 m =1""M%k'm 2 k7(3L4)
with
2
d Z fk: m g ka m ’
(25)
i) v H o) 2( 5 oF
2> (w[atmin]) (24 7).
5]

Jj=1

Qbserving that for each pair (k,m), we can sum the £, ¢ of
G0 ke, m» Which yields

K M
P4 max Z Z C_T'k’m s.t.

(18c) ~ (18e), (26)
W) e
where
L M
Gk _ Zé’k—l ZE<g/ (NE m — K, ) Z (T)d](fZ)m
, mZz 1a( )d(l Zl 1am km %”koHQ
27

From the above transformation, we see that both the numerator
and denominator of (27) is a linear combination (plus bias) of
{a')}. We can rewrite (27) as

M () 5(0)
Zz 1 mdknz

Grm = (28)
S aRed), + 2o £ mll?
where
d.), = Z Y (em = per )i
ot (29)
&) =o2d) +&

Note that the C_v‘k,m still remains a fractional form and the
objective function is still a mixed integer sum of multi ratio
problem with highly coupled optimization variables. Con-
ventional optimization methods that transform the fractional
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programming into non-fractional problems like Dinkelbach or
Charnes-Cooper are not suitable to solve this problem since
both the denominator numerator of the objective function
contain a summation over all 7. To this end, we will show that
the (26) can be transformed into a linear assignment problem.

Lemma 2. By leveraging the binary assignment constraints
(18c) ~ (18e), the objective function of P4 can be transformed
into a linear assignment problem:

M M
(1) 4y () N
max ,;;amwm s.t. (18c) ~ (18e),  (30)
where )
_ K J(z)
wi) =3 o 31

- 1 ?
e + |2

and A is an M x M binary assignment matrix containing all
the entries a,(f@) that satisfies the constraints (18c)~(18e).

Proof. The proof can be found in Appendix B. O

Observing Lemma 2, we see that A is a permutation matrix
since a feasible A has exactly one nonzero entry per row and
per line and the entry is equal to 1. It is hard to work with
discrete variables through a brute-force approach due to its
high computational cost.

To solve this linear sum assignment problem, we leverage
the idea of a graph theory model. Denote G = (U, V,E) as
a bipartite and weighted graph where U/ and V are the two
non-overlapping sets of M nodes such that there are no edges
with both endpoints in ¢/ and no edges with both endpoints in
Vie, U|=|V|=M and YNV = @&. While U and V stand
for the row (element) vertex and column (subcarrier) vertex,
respectively; & represents a set of edges connecting U to V,
where the cost of the (m, i) € £ edge is wfﬁ). Here, a matching
on a bipartite graph G is a subset of edges where no two edges
are incident to the same node. The assignment problem, also
known as weighted bipartite matching problem, is to find a
perfect matching with the minimum total weight, i.e., find a
subset of edges such that each vertex belongs to exactly one
edge and the sum of the costs of corresponding edges is a
minimum. Note that the maximum objective of assignment
problem can be transformed by setting ) = max{w,(,?} —
) for Vm, ¢ to ensure that the weights is nonnegtive, i.e.,

i
wh

M M
- (1) () -
P5 rarZZamwm s.t. (18¢c) ~ (18e). (32)

m=1 =1
By introducing the dual variables wu,,,m = 1,...,M and
v;,0 =1,..., M, the dual problem of P5 is
M M
max Z um—&—Zvi St U +v; < 11)7(,?, m,i=1,..., M.
m=1 i=1
(33)

On the one hand, it is easy to prove that the objective of (33)
is not less than that of P5. On the other hand, based on the
complementary slackness condition, the solutions of P5 and
(33) are both optimal if and only if

a0 — wpy, —v;) =0, (34)

which indicates that if u,,, + v; = u?ffb) then a%) =1, and the
edge is tight. Conversely, if the current edge satisfies wu,, +
v; < 1117(,?, then a,(q? = 0. Based on (34), we can successively
builds maximum (perfect) matchings on a equality graph G’ =
(U, V; &) that satisfies w,, + v; = aly, (m,i) € &

To find the perfect matching on G’, we first introduce basic
graph theoretic ideas [39], [40]. An alternating path in a
bipartite graph with respect to a matching M is a path whose
edges are alternately in M and not in M. An augmenting path
is a simple alternating path with its initial and terminal edges
being not assigned, whose unassigned edges are one more than
the assigned edges. The key is searching for an augmenting
path in the current partial assigned bipartite graph that only
contains rigid edges (m, i), i.e., Um + v; = Wy, (m, i) € .
As soon as an augmenting path P is found, we can increase
the cardinality of the current matching M by one through
interchanging the edges in M and not in M along P. If there
is no augmenting path with respect to M, we find the perfect
(maximal) matching on G’. However, at the current step, if it is
not possible to increase the cardinality of the current matching
and the matching on M edges of G’ is not perfect, the update
to the dual variables is performed. Here, we denote U as the
set of vertices in U that were visited during the last traversal
of finding the maximum matching in a equality graph, V as
the corresponding set of visited vertices in V, and

0 = min Ay;
gV

vievifé, Vi e V.

A; = min{d®) — u,, —v;},
meld ) (35)

Um — Um + 6, Ym € U;

Lemma 3. This update (35) is designed in order to have the
Jollowing effects: 1) all edges of the matching of G’ will remain
rigid; 2) at least one edge leaving from U to the edges that
not in V are added to current G'; 3) all edges outside the
matching of G' remain rigid; 4) § > 0.

Proof. See in Appendix C. O

The weighted bipartite matching approach for solving P5
is proposed in Algorithm 1.

The computational complexity of the inner loop (lines 4
to 20) is O(M?) since each iteration is performed under
different cur and requires O(M), and computing each A,
requires O(M) time complexity. The main loop of Algorithm
1 is executed in O(M) times, because of selecting a different
m ¢ T. Therefore, algorithm 1 has an overall O(M?3)
complexity.

C. Alternating Maximization

For each fixed pair m, there is only one 7 that satisfies
agﬁ) = 1, thus we further introduced two new functions from
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Algorithm 1 Weighted Bipartite Matching Approach for Sub-
carrier Allocation (32)
Input: Weights w,(,}
Output: Optimal subcarrier assignment {am } obtained from
row_ofli]
1: Initialization: u,, = 0, v; = 0O; selected row of ¢ € V
row_ofli] « 0,Vi; set of matched row vertices T + &
2: while matching in G is not perfect do

3. Select m ¢ T; set A; + o0, p; + —1,V « @,
U + @, cur < m, free_col + null

4. while free_col = null do

5: U+ UU{cur}

6: for each i ¢ V do

7 T QI)EL)T — Ucur — Y

8 if r <A, then A; «+ r, p; < cur

9: if A; =0 then V < VU {i}

10: end for

11: if no new i € V with p;, # —1 then

12: Update u,,, v; via (35)

13: for each i ¢ V do

14: JAVIRSA VI

15: if A; =0 then V «+ VU {i}

16: end for

17: end if

18: Select i € V with p; # —1

19: if row_of[i] = 0 then free_col < i else cur «

row_ofl[i]

20:  end while

21 T« TU{m}

22:  Reconstruct augmenting path from m to free_col and

update row_o£[i]
23: end while

(20) and (21) as

AZ@’,k,m(fkmu {Pjm}j)

K
Z fk mI_I(z (m)) J,m )
j=1

= (,Uf,k,m - ﬂ(’,k,m)Z

(36)
By (£ {Pjim bis {Poj }s)

K L
PRI I I

(3] (7

2

K
+y° +

Jj=1

0'2> No
r f m 2
o)+ el

P

(37

where the unique index i*(m) is the one that satisfies
a'i ™) = 1. For notation simplicity, we replace i*(m) with
17 in the following. Substituting (36) and (37) into P2, this

m

9
problem is reformulated as follows, P6:
Az Ak m (£x,ms {Pjm })
max
{fk,vt{z;;{:)}j,m}; ’rnzl Z’ZI Z<ZZ/ k m fk ,Mmy {p] m} {P s,J })
(38a)
s.t. (18b), (18f)
Note that (18f) can be relaxed to
kam‘lz < 1a Vka vm? (39)

since the objective (38a) multiplied by a positive factor does
not impact the optimization. Note that the two functions
AE 0k, Tn(fk? m {pj m}) and Bk m (fk,m’ {pj,m}, {PSJ}) are
both convex and differentiable with respect to (w.r.t.) f;, ,,, and
({Ps,;},{pjm}), respectively. The constraint (18b) is convex
and differentiable w.r.t. ({Ps;}, {pPjm}).

However, the objective (38a) is the summation of the
nonlinear multiple-ratio problem, which is hard to deal with.
We propose an alternating maximization technique to solve
this problem P6 in the following.

D. Joint Sensing Power Allocation, Multicast Beamforming
and Receive Beamforming Design

In this subsection, we propose a alternating method to
convert (38) to two sub-problems, which alternately update
the ({p;,m }, {Fs,;}) and {f ., }. Specifically, the subproblems
that optimizing {f; ,,} and {p, ..} both can be sub-optimally
addressed by a multiple-ratio fractional programming ap-
proach with quadratic transform.

1) Joint Sensing Power Allocation and Multicast Beam-
forming Deszzgn In this case, given the subcarrier allocation
indicators {any } and receive beamforming £y .,,, the quadratic
transform technique [41, Theorem 2] is utilized to decouple the
numerator and the denominator of each ratio term and con-
vert a convex-convex multiple-ratio fractional programming
problems into a sequence of convex optimization problems.
The primal variables multicast beamforming {p; } and the
auxiliary variables, denoted as {y¢¢ k.m}, are alternately
optimized till convergence, which consists of two steps.

Step 1: when {p; ,,, } is held fixed, the optimal y; ¢ 1. can
be found in closed form as
ISDZ%’,k,m(pj’m) €R, (40)

Ui eom = Bl (Pjoms Paj)) ™

with ‘PZYZ/,k,m(Pj,m): CNt — R is denoted as

K
i, A (i,
W,e/,k,m(l)j,m) = (Kt gom— e Jo,m )R ka‘,mH k Pjm
(4D
Step 2: when ¥ ¢ 1. is fixed, solving an equivalent concave
maximization sub-problem that is derived from P6.
We demonstrate that the quadratic transform method can

be applied to tackle multicast beamforming design as follows.
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Algorithm 2 Quadratic Transform Approach for Convex-
Convex FP Problem P6

Input: Channel gain {H( m)} Device energy {Ej}, Auxil-
1ary variables {yé 0k 7n} {ZZ,Z ,k,m}
Output: {p],m}’ {fk,m}v{P ,j}
1: Initialize auxiliary variables {y¢ ¢ x.m} and {ze ¢ gm}s
2: repeat
3. Update {p;m} by P8 (44) under given {y; ¢ 1 m };
4: Update the auxiliary functions A, . (pjm) and
BZe',k,m(Pj,m)?
Update the auxiliary variables as (40);
until convergence
repeat
Update {fy,,} by P9 (45) under given {z¢ ¢ 1 m };
Update the auxiliary functions -AZ(Z', k. (fk,m) and
B;Té/7k,7n(fk:7m);
10 Update the auxiliary variables by (46);
11: until convergence

fie,m
12: f10m ”;* H,Vk,VWL

o AN

As for multicast beamforming {p,.,}; under given fj ,,
and ¢, the P6 can be simplified to

K M Ly

BT M 2 2 2 2

k=1m=1¢'=14<t/
st (18b).

Aze/km (Pj,m)

(42a)
k m p] wmps,J)

Lemma 4 (Quadratic Transform). The objective (42a) of P7
can be equivalently converted into a concave maximization
problem by the quadratic transform method.

Proof. Recognize that each term in the summation of (42a)
can be reformulated as

(P e Psm)) T (Bron (P Poi) ™ @i o (Psm)

. 43)
where ‘F’Z'Z',k,m(pj,m) in (41) is a linear combination of
Pjm. and By (Pjm, Ps;) € RT is convex with respect
to (Pjm,Ps ;). Replacing each term of (42a) with (43),
thus P7 satisfies the conditions of quadratic transform [41,
Eq.(16)]. O

Based on Lemma 4, the corresponding quadratic transform
for P7 (42) is equivalent to [41, Theorem 2]:

K M Ly

P8 {pm} {P57} Z Z Z Z Qyu’km‘Pez/km(PL )

k=1m=10=14<t'

- yE,E’,k,mBk,m(pj7m7 Ps,j))v
s.t. (18b),

(44a)

where {y¢ ¢k m} in (40) are introduced auxiliary variables.
Due to tl*le convexity of each B v (Pj,m, Ds,;), and the linear-
ity of ;" ., (Pj.m) the quadratic transform (44a) is concave
in {p; .} and P,; for fixed {y¢ ¢ jm}. Therefore, P8 is
concave, and the optimal {p; .} and {P; ; } can be efficiently
obtained through numerical convex optimization.

Algorithm 3 Proposed Alternating Optimization

Input: Channel gain {Hgtl’;)}, Device energy {E}}, Weights
.
Output: {p; .}, {fim}, {Ps;}, {ai}
1: Initialize auxiliary variables {y¢ ¢ km} and {zo ¢ km}s
[P b {Pos
repeat _
Update {aﬁf)} via Algorithm 1;
Update {pj m}, {fr,m}, {Ps;} via Algorithm 2;
until convergence

2) Receive Beamforming Design: Finally, similar to mul-
ticast beamforming design, with the updated sensing power
F;; and multicast beamforming vector p;.,, the receive
beamforming vector f}, ,,, is updated with subproblem

K M L
P9 max > > > > (2500 km@ g (frm)
LN S e T
- Z?,e',k,mlg/@,m(fkm)), (45a)
st (39).

with a auxiliary variable z; ¢ i, Which is iteratively updated

ZZZ’,k,m, = (Blictm(fk,m))71902:%/7k.ﬁn(fk,m) e ]R’ (46)
and SD?’E/ oo (B ) ¢ CNr = R is denoted as
@Z%Mhm (fk,m) £ (ﬂl,k,m — ,Ll,g/7k7m Z fk m m)f
(47)

Hence the P9 (45) is concave maximization problem over
{f&,m }, which can also be solved by CVXPY. We show the
solution procedure in Algorithm 2.

This algorithm jointly optimizes the sensing power, multi-
cast beamforming, and receive beamforming vectors using an
iterative, alternating method. It breaks the problem into two
sub-problems that are solved repeatedly until convergence. The
most computationally intensive part of the Algorithm 2 is solv-
ing the convex optimization problems (P8 and P9), whose
computational costs are on the order of O((K M (N;+ N,.))3)
within each iteration. This could be feasible for a small number
of devices and feature dimensions. If the number of devices
is too large, these devices can be assisted by a logical control
node to manage the optimization problem.

3) Solution to P2: Based on the alternating method de-
scribed above, the detailed procedure of solving P2 (22)
contains 2 steps: for the fixed ({Psx}, {Pjm}), {fkm} up-
date {am } via Algorithm 1; for the fixed {am }, update

({Ps,x}: {Pjm}), {fr,m} by Algorithm 2. The two steps are
alternately iterated till convergence.

E. Complexity Analysis

Consider the quadratic transform method for solving joint
sensing power allocation, multicast beamforming and receive
beamforming design for P6, which requires computational
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complexity of O(Io(KM(N; + N;))3) with Iy being the
number of iterations for convergence in Algorithm 2. Provided
that the complexity of Algorithm is O(M?), denoting I; as the
number of iterations in Algorithm 3, the total computational

complexity of proposed alternating optimization algorithm is
O(I (Io(K M(N; + N.))* + M?)).

V. NUMERICAL RESULTS
A. Simulation Settings

1) Network settings: In this section, we evaluate and com-
pare the performance of our proposed decentralized ISCC
method for inference tasks under different schemes. For
all the following simulations, unless specified otherwise, a
decentralized network consisting of three ISAC devices is
considered for inference tasks, where each device is equipped
with 8 transmit antennas and 8 receive antennas. The channel
gains between the device j and £ is modeled as H;; =
|¢j,kpj,k|27vj # k, where [d)j,k]d]g = - [PLj,k]dB + [Cj,k]dB
represents the large scale fading propagation coefficient in dB
with [PL; ], = 128.1 + 37.6log;([d; r]xm being the path
loss in dB, djj being the distance between device j and
device k, which is randomly set to in the range of [d km,
d+0.05 km] and by default d = 0.4. And [(j k45 ~ N(0,02)
stands for shadowing in dB. On the other hand, each element
in p; is assumed to satisfy a Rayleigh small-scale channel
coefficient CN'(0,1). Based on [42], a small Rician factor
is used to characterize the residual self-interference channel,
e HY) ~ CN( BTy v, 25Ty, ©1y, ), Wk, i with 02,
used to parameterize the residual self-interference that is fixed
at —60dB and « stands for the Rician factor that is set to 3dB.
The variance of both the sensing noise o2 and clutter signal
052, i are set to 0.2. The channel noise variance Ny = 1 and the
variance of shadow fading o? = 8dB. The number of extracted
feature elements M = 4. Both the sensing time 75 and the
communication time are 1. The device energy threshold Ej
is set to 25mdB, and the computation energy for each device
Eyr =107% Joule.

B. Inference tasks and models

In this experiment, the University of Glasgow Radar Sig-
nature dataset [33] is adopted to evaluate the performance of
the proposed algorithm. This dataset contains the radar echo
signals of different motions of 103 people in all age groups sat
in nine different locations. Data corresponding to five motions
are selected for the recognition task: walking, sitting down,
standing up, picking up an object, and drinking water. Based
on the dataset, each device is assigned a different task along
with a machine learning model:

o The task of device 1 is identifying the target’s motion
from 5 motions with a multi-layer perceptron (MLP)
neural network where the numbers of neurons in the
hidden layers of the MLP are set to 80 and 40 with Adam
optimizer and ReLU activation.

o The task of device 2 is to distinguish the gender of the
target with a K-Nearest Neighbour (KNN) model where
the value of K = 2.

0.85
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g.
«
£ 0.701
1
S 0.65
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£
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=
0.551 —— MLP (task 1)
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40 42 44 46 48 50 52 54 56
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Fig. 3. Discriminant gain versus Inference accuracy.

o The task of device 3 is to separate the age group of the
target (e.g.,[0,30] or [30,50] or [50,]) with a K-Nearest
Neighbour model where the value of K = 3.

The dataset [33] comprises 1,500 samples in total, partitioned
into 90% training samples and 10% test samples. In the
following scenarios, the training dataset is considered the
ground-truth data (free of noise) when training all ML models
on a powerful server. Then the pre-trained model is transmitted
to each device and used for inference therein, while the testing
dataset is distorted by sensing and communication noise.

C. Inference Algorithms

To evaluate our proposed method, some benchmarking
schemes are described below:

o Proposed Approach: All parameters are optimized by the
proposed alternating maximization approach.

e Proposed, Subcarrier-Aware: the subcarrier allocation is
randomly set, the sensing power, multicast, and receive
beamforming is optimized via Algorithm 2.

o SCA-based: The successive convex approximation (SCA)
based alternating algorithm proposed in [43] is used for
solving P1 (18).

o Baseline: The sensing power is allocated to a constant,
the subcarriers are allocated randomly among all devices,
and the multicast as well as receive beamforming vectors
are set to be randomly generated during the transmission.

D. Performance Comparison

Fig. 3 illustrates the relationship between inference accuracy
and discriminant gain for MLP (task 1) and KNN (tasks 2
and 3) models across the three tasks of our proposed method.
The results demonstrate that accuracy consistently increases
with higher discriminant gain, confirming the effectiveness
of this metric for the classification task. Furthermore, it is
revealed that task 2 achieves superior performance across all
discriminant gain values, suggesting it is inherently simpler
than tasks 1 and 3.

Fig. 4 demonstrates that the inference performance of all
three devices generally degrades as the distance between
devices d increases. It is because a larger distance between
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the devices leads to stronger path losses and weaker channel
gains, thereby inducing larger communication distortion and
worse accuracy. However, non-monotonic behavior of the
proposed approach is observed at specific distance counts (e.g.,
d = 0.75km, 02 = 0.2), where the accuracy of task 2 improves
while tasks 1 and 2 decline. This trade-off arises from the
decentralized nature of the system, where devices indepen-
dently optimize their resource allocation to balance competing
multi-objectives. Additionally, we present the various sensing
distortions ¢7’s impact on inference performance. It shows that
all three tasks can achieve better performance when suffering
less sensing distortion.

Fig. 5 compares the performance of our proposed method

with SCA-based and baseline approaches in terms of inference
accuracy across three tasks under varying total device energy.
The results show that a higher total energy threshold improves
inference performance, as devices can allocate more sens-
ing and communication power to mitigate clutter distortion,
channel fading, and noise. Notably, our proposed method
consistently achieves the highest inference accuracy across all
energy levels, outperforming both the SCA-based and baseline
approaches. The superiority of our method arises from the
limitations of conventional SCA, which relies on iterative
convex approximations of non-convex subproblems, leading
to cumulative errors and suboptimal solutions. In contrast, our
proposed method leverages the scalability of the quadratic
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transform, ensuring more robust performance. Additionally,
the baseline scheme underperforms because it does not adapt
sensing power or beamforming vectors to different feature
elements. The proposed subcarrier-aware approach performs
worse than the proposed approach that optimizes all variables,
which is due to the incomplete consideration of subcarrier
allocation.

Fig. 6 compares the inference accuracy of three methods
across varying feature dimensions. The results demonstrate
a nonlinear relationship between feature dimensionality and
inference performance. All methods exhibit improved accuracy
with increasing dimensions, as additional dimensions provide
richer feature representations of the target variable. Neverthe-
less, we observe that a feature dimension of M = 5 is suffi-
cient to achieve high inference accuracy, whereas larger values
of M only increase the computational and communication
complexity without yielding significant accuracy gains. No-
tably, both the proposed method and the SCA-based approach
show greater robustness compared to the baseline across all
dimensional configurations. However, the proposed scheme
consistently achieves superior accuracy, demonstrating its ef-
fectiveness in balancing the fundamental trade-off between the
three tasks.

VI. CONCLUSION

This paper proposes a decentralized AirComp based ISCC
system tailored for multi-task collaborative inference. Our
proposed scheme facilitates simultaneous multicast and Air-
Comp aggregation of local features of all devices through
full-duplex communication, which makes the communication
overhead irrelevant to the number of devices. To further
enhance the inference performance, we leverage subcarrier
allocation. We exploited the self-interference (SI) channel in
full-duplex communication to aggregate features from one
device with others, reducing the cost of computation resources.
Leveraging these benefits, our proposed scheme shows a better
inference performance in experiments. This new scheme paves
the way for broader applications with massive ISCC devices
for distributed learning.

Our work opens several research directions, including ex-
ploiting new hardware facilities like 3-D bandstop frequency
selective structures [44], differential antennas [45], and time
modulated antennas [46] in the ISCC design, extending the
design into systems with continuous inference tasks, trans-
forming the system into digital AirComp based framework
[47].

APPENDIX A
PROOF OF LEMMA 1

The subcarrier allocation constraints (18c)~(18e) implies
that for each fixed pair (k,m), only one of the af;’)m € {0,1}
is nonzero, i.e.,

o), cal) =0, Vi (48)

Let s; 5m = Z R kpgm € C, (fukm — fitr kom)” is

2
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(49)
where the second to last equation uses (48) and the last

equation uses (a,(f)m) al’ since ak 'm € 10, 1}. Similarly,
denoting sgl)cm f Hg ,ij m € C and u; £ 02j + ;i,
we rewrite the second term in (13) as
K M 2
DR[| |
j=1 i=1
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Based on (49), the first term in (13) can be rewritten as
M K ,
T D U S HOP; L,
i=1 j=

According to (49), (50) and (51), we can derive (20) and (21).

2
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APPENDIX B
PROOF OF LEMMA 2

The objective function of P4 (26) is

ZZM (Z)chz)
maxz Z NONG TR (52)
m1<1ml 1 m Com T 2 [1km

The constraint Zf\il aﬁn =1, Vm, implies that for any l%iven
m, a unique item, denoted as ¢, is assigned to it (i.e., asf{") =
1). Consequently, the terms in the objective function can be

simplified as follows:

M
S, <5 Sl el
i=1

Substituting these into the objective function (52) yields

(53)

K M d(iin)

max) ) e

k=1m=1C

(54)

+ 5[ 12

where 77, is the item assigned to m-th element under the as-
signment matrix A. The set {4},...,4},} forms a permutation
of {1,...,M}.
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By interchanging the order of summation, we can rewrite

(54) as
M /K
mﬁxz > Gin)

i=1 \k=1 Ckm

i

k,m

+ 52 [fem 12

(55)

This reformulation reveals that the problem seeks a single
permutation (i,...,7},) that maximizes the element-specific
aggregate discriminant gain.

The structure of the objective function is characteristic of
the standard assignment problem. The weight associated with
assigning ¢-th subcarrier to m-th element can be defined as
the sum of individual device-based ratio terms for that specific
assignment:

7(3)
B (56)

K

(i) & Z
Wy, = —
e ORI [

where the objective can also be expressed as Z%Zl wﬁf{").

APPENDIX C
PROOF OF LEMMA 3

Let (m, 7) be an edge in the complete bipartite graph G. For
the following cases: 1) m € U, © € V, the sum Uy, + v; does
not change, this proves that rigid edges from U to V remain

rigid; 2) m € U, i ¢ V, the sum w, + v; decreases by 0.
By the definition of §, the edge (m,) which § refers to will
become rigid; 3) m ¢ U, i ¢ V, the sum remains unchanged;
4)m ¢ U, i €V, the resulting sum increases by &, hence the
U + V; < 12;5,? is still preserved.
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